
 

Copyright © 2024 The Author(s): This is an open-access article distributed under the terms of the Creative 

Commons Attribution 4.0 International License (CC BY-NC 4.0) 

 

 

 

 Shodhshauryam, International Scientific Refereed Research Journal 
Available online at : www.shisrrj.com 

© 2024 SHISRRJ | Volume 7 | Issue 2 

           ISSN : 2581-6306  doi : https://doi.org/10.32628/SHISRRJ 
 

 
 

 

  

 

 

 43 

Construction of a Meta-Learner for Unsupervised Anomaly Detection 
S.E. Suresh1, Chennuru Srihari2  

1Assistant Professor, Department of MCA, Annamacharya Institute of Technology & Sciences, Tirupati, Andhra Pradesh, 

India 
2Post Graduate, Department of MCA, Annamacharya Institute of Technology & Sciences, Tirupati, Andhra Pradesh, 

India 

 

Article Info 

 

Publication Issue : 

March-April-2024 

Volume 7, Issue 2 

 

Page Number : 43-49 

 

Article History 

Received :  15 March 2024 

Published : 30 March  2024 

ABSTRACT  

Many real-world applications, such as network security and medical and 

health equipment, Unsupervised identification of anomalies. Given the 

wide range of unique situations associated with AD work, no single 

approach has been demonstrated to be superior to the others. Academics 

have been particularly interested in the Algorithm Selection Problem 

(ASP), also known as algorithm selection, when it comes to supervised 

classification issues employing AutoML and meta-learning; unsupervised 

AD tasks, on the other hand, have gotten less attention. This work presents 

a novel meta-learning technique that generates an efficient unsupervised 

AD algorithm given a set of meta-features extracted from the unlabeled 

input dataset. It is discovered that the recommended meta-learner 

outperforms the state-of-the-art option.  

Keywords : Model Selection, Unsupervised Identification of Anomalies, 

Meta-Learning, And Meta-Features. 

 

I. INTRODUCTION 

Unsupervised identification of anomalies  is crucial 

for system maintenance and  device protection. For 

system security and issue detection in these sorts of 

scenarios, the ability to identify abnormalities in the 

lack of previously tagged data is crucial. Selecting 

the optimal AD technique for a given dataset 

remains highly challenging due to the wide range of 

anomalies and datasets available. This problem is 

also known as the Algorithm Selection Problem 

(ASP). 

 

Although a lot of focus has been on applying 

methods like AutoML and meta-learning to address 

the ASP in supervised classification problems, there 

hasn't been much research done on these 

approaches in the context of unsupervised AD. 

Unsupervised AD is fundamentally more complex 

than supervised learning since it depends only on 

the features of the input data to detect anomalies, as 

opposed to supervised learning, which has labelled 

data easily available for training. 

This work suggests a novel meta-learning technique 

designed especially for unsupervised AD in order to 
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close this gap. The key to meta-learning is its 

capacity to learn from various tasks and datasets, 

which allows appropriate AD algorithms to be 

automatically selected based on the inherent 

properties of the data. Our method seeks to identify 

the best AD algorithm for a given anomaly 

detection task by utilising meta-features taken from 

unlabeled datasets. 

The finding holds importance as it can improve the 

scalability and performance of unsupervised AD 

systems in multiple domains. Our meta-learning 

technique offers a workable solution to the ASP, 

enabling more precise and effective anomaly 

identification by offering a methodical framework 

for algorithm selection.  

In conclusion, our work advances the area of 

unsupervised AD by presenting a novel meta-

learning strategy that outperforms the state-of-the-

art techniques at this time. The results provided 

herein not only illuminate the possibilities of meta-

learning in AD, but also open up new avenues for 

future investigations focused on improving anomaly 

detection systems' resilience and versatility in real-

world scenarios 

II. LITERATURE REVIEW 

Unsupervised anomaly detection (AD) is an 

essential activity in many fields, such as industrial 

monitoring, cybersecurity, and healthcare. A lot of 

work has gone into creating efficient AD algorithms 

in recent years that can spot anomalies in data 

without the requirement for labelled examples. 

Nonetheless, the intrinsic heterogeneity of datasets 

and anomaly categories in unsupervised AD makes 

the Algorithm Selection Problem (ASP) difficult to 

solve. 

 

The majority of the work that has already been 

written about unsupervised AD has concentrated on 

the creation and assessment of particular anomaly 

detection methods. Conventional techniques 

include density estimation methods, clustering-

based methods, and statistical approaches have been 

extensively researched and used in a variety of 

fields. Nevertheless, these approaches frequently 

depend on predetermined hypotheses regarding the 

underlying data distribution and may find it 

difficult to adjust to intricate and changing  

 

However, recent developments in machine learning 

have demonstrated promise in tackling the ASP in 

supervised classification problems, especially in the 

area of meta-learner. The aim meta-learner 

techniques is to automatically choose best solution 

for a known task by learning from a variety of tasks 

or datasets. These methods have been effectively 

used in fields like autoML, where automating the 

model selection and hyperparameter tuning 

processes is the key objective.  

 

Although meta-learning has proven to be rather 

effective in supervised categorization, its use in 

unsupervised AD has been comparatively small. The 

lack of labelled data, which is usually necessary for 

training meta-learners, is one significant obstacle. 

Nevertheless, other methods for meta-learning in 

unsupervised environments, including using meta-

features taken from unlabeled datasets, have been 

investigated recently. 

 

Meta-feature-based methods for algorithm selection 

in unsupervised AD have been suggested in a 

number of publications. By employing meta-

features to describe the inherent characteristics of 

datasets, these methods seek to inform the choice of 

suitable AD algorithms. Meta-features present a 
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viable way to solve the ASP in unsupervised AD by 

collecting important aspects including data 

distribution, dimensionality, and density.  

 

Even with these developments, there are still a 

number of obstacles to overcome and chances for 

additional study in meta-learning for unsupervised 

AD. The choice of a suitable meta-learner 

architecture that can accurately capture the 

intricate correlations between AD algorithm 

performance and meta-features is a major problem. 

Furthermore, more research is needed to determine 

whether meta-learning techniques are generalizable 

and scalable across a range of datasets and 

application domains. 

 

In conclusion, even though unsupervised AD 

algorithm development has advanced significantly, 

the ASP problem is still difficult to solve. To tackle 

this problem, meta-learning presents a viable 

solution by using meta-features to inform the 

choice of algorithms. applications, this work seeks 

to extend meta-learning techniques for 

unsupervised anomaly detection by synthesising 

insights from the body of existing literature. 

  

III. Methodology 

A. Meta-Feature Extraction: 

An important part of our process is meta-feature 

extraction, which is identifying the inherent 

properties of unlabeled datasets to help choose the 

best anomaly detection methods.  

We use a range of meta-features, such as statistical 

measurements (e.g., mean, variance), distributional 

properties (e.g., skewness, kurtosis), and structural 

attributes (e.g., dimensionality, sparsity), to capture 

important aspects of the data. 

The meta-features are derived from the unprocessed 

input data and provide the meta-learner with 

information that helps it choose the best algorithm. 

B. Meta-Learner Architecture Design: 

The mapping between meta-features and the 

effectiveness of various anomaly detection 

techniques must be learned by the meta-learner.  

We create an architecture for a meta-learner that 

can capture intricate connections between 

algorithm performance and meta-features. 

Using supervised learning approaches, the 

architecture can have several layers, such as output 

layers, hidden layers, and feature embedding layers.  

 

C. Evaluation of Meta-Learner Performance:  

 

We do extensive tests using a variety of unlabeled 

datasets to assess our meta-learner's performance.  

We assess our meta-learner's performance in 

comparison to baseline techniques like heuristic-

based and random selection. 

Evaluation measures, which are derived from the 

meta-learner's predictions on untested datasets, 

include accuracy, precision, recall, and F1-score.  

 

Furthermore, we checks the meta-learner on 

datasets with different properties and anomaly types 

to examine its robustness and generalisation 

abilities.  

 

IV. Experimental Setup 

A. Datasets: 

We make use of a wide range of unlabeled datasets 

obtained from different industries, such as industrial 

monitoring, healthcare, finance, and cybersecurity.  

Diverse dimensions, data distributions, and anomaly 

types are displayed in each dataset to provide a 
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thorough assessment of the meta-learner's 

performance. 

Preprocessing of datasets eliminates noise and 

outliers, guaranteeing that only pertinent data is 

utilised for the extraction of meta-features. 

 

B. Evaluation Metrix: 

We use common assessment criteria to evaluate the 

meta-learner's efficacy in choosing suitable anomaly 

detection methods.  

Evaluation metrics are calculated by comparing the 

meta-learner's predictions to ground truth 

anomalies in the datasets. These metrics include 

accuracy, precision, recall, and F1-score. 

We also take into account measures of computing 

efficiency, such training and inference times, to 

assess the usefulness of the meta-learner in practical 

applications. 

 

C. Cross-Checking:  

During the evaluation process, we use cross-

validation techniques to guarantee the robustness 

and trustworthiness of the results. 

To reduce the impact of dataset bias and volatility, 

we divide the dataset into training and testing sets 

using several folds for cross-validation.  

To make sure the model is tested on a variety of 

data sets, the meta-learner is trained and tested on 

each fold in turn.  

 

D. Basis Techniques:  

We evaluate the performance of our proposed meta-

learner with baseline techniques for algorithm 

selection in unsupervised anomaly detection.  

Random selection, in which algorithms are selected 

at random, and heuristic-based techniques, which 

depend on predetermined criteria or thresholds, are 

examples of baseline methods.  

We can evaluate our meta-learning approach's 

superiority and efficacy by comparing it to these 

baselines.  

 

E. Specifics of Implementation:  

We use popular deep learning and machine learning 

frameworks, such TensorFlow and scikit-learn, to 

develop our baseline and meta-learner approaches. 

To maximise the performance of the models, grid 

search or random search approaches are used to 

tweak the hyperparameters.  

 

A high-performance computing cluster is used for 

experiments to guarantee effective use of the 

available computational power.  

 

V. Results 

A. Evaluation of Performance Parity:  

Meta-learner exhibits an enhanced capacity to 

choose suitable anomaly detection algorithms by 

considering the inherent features of the datasets.  

 

More specifically, when compared to random 

selection and heuristic-based methods, we find 

appreciable gains in anomaly detection 

performance.  

 

B. Sturdiness and Explanation:  

We assess the meta-learner's resilience and 

generalisation skills by putting it to the test on 

datasets with different features and anomaly 

categories.  

The capacity of the meta-learner to adjust to various 

data distributions and anomaly patterns is 

demonstrated by its consistent performance across a 

variety of datasets.  

Moreover, we find that the meta-learner performs 

with minimum degradation on unknown datasets, 
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demonstrating its robustness and generalisation 

capacity.  

 

C. Efficient Computing:  

We examine the meta-learner's computational 

efficiency in comparison to baseline techniques in 

addition to performance indicators. 

The meta-learner is appropriate for real-time 

anomaly detection applications since it exhibits 

competitive training and inference times.  

 

The meta-learner successfully utilises computational 

resources, achieving efficient algorithm selection 

despite its complexity.  

 

D. Analysis of Sensitivity:  

To find out how different elements, such meta-

feature selection and meta-learner architecture, 

affect the meta-learner's performance, we 

undertake sensitivity analysis.  

 

E. In-depth Evaluation:  

A qualitative examination of the meta-learner's 

forecasts indicates its capacity to adjust to intricate 

data distributions and detect minute irregularities. 

The meta-learner exhibits an innate comprehension 

of dataset properties, proficiently utilising meta-

features to direct algorithmic choices. 

 

VI. Discussion 

A. Advantages of Meta-Learning: 

By leveraging meta-features extracted from 

unlabeled datasets, the meta-learner autonomously 

selects appropriate anomaly detection algorithms, 

offering a data-driven and adaptive solution to the 

ASP. 

This approach not only enhances the accuracy of 

anomaly detection but also improves the scalability 

and efficiency of anomaly detection systems in real-

world scenarios. 

 

B. Generalization and Robustness: 

Our suggested meta-learning framework's capacity 

to generalise across many datasets and adjust to 

various anomaly kinds and data distributions is one 

of its main advantages. 

Our experiments demonstrate the robustness of the 

meta-learner, as it maintains consistent 

performance when applied to unseen datasets. 

 

C. Useful Consequences: 

Our study's conclusions have important 

ramifications for a number of application areas, such 

as industrial monitoring, healthcare, finance, and 

cybersecurity. 

Our meta-learner facilitates the swift deployment of 

anomaly detection systems and alleviates the 

workload on domain specialists by automating the 

process of algorithm selection. 

Furthermore, real-time anomaly detection 

applications, where prompt anomaly identification 

is critical, can benefit from the meta-learner's 

computational efficiency. 

 

D. Restrictions and Prospects: 

Although our suggested meta-learning strategy 

works well, there are certain issues that need to be 

looked into further. 

The use of meta-features that are taken from the 

input data, which might not adequately represent 

the underlying qualities of complicated datasets, is 

one drawback. 

In order to enhance performance, future studies 

could investigate sophisticated feature extraction 

methods and meta-learning frameworks. 

E. Ethical Considerations: 
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It is essential to consider the ethical implications of 

deploying automated anomaly detection systems in 

sensitive domains such as healthcare and finance. 

While our meta-learning approach offers benefits in 

terms of efficiency and accuracy, it also raises 

concerns regarding data privacy and potential biases 

in algorithm selection. Future research should 

address these ethical considerations and develop 

mechanisms to ensure the responsible and ethical 

deployment of anomaly detection systems. 

 

VII. Conclusion 

The work concludes by introducing a novel meta-

learning strategy to address the unsupervised 

anomaly detection problem, or Algorithm Selection 

Problem (ASP). Using meta-features that are taken 

from unlabeled datasets, our suggested meta-learner 

chooses the best anomaly detection method on its 

own for a particular task. We have proven the 

efficiency and usefulness of our method through 

comprehensive tests carried out on various datasets.  

 

By providing a data-driven and adaptable solution 

to the ASP, this research advances anomaly 

detection systems. Our framework for meta-

learning offers a useful method for automating the 

process of selecting algorithms, which lessens the 

workload for domain specialists and speeds up the 

implementation .To further enhance the meta-

learner's performance, we intend to investigate 

sophisticated feature extraction methods and meta-

learning structures in further work. In order to 

advance the sector, it will also be essential to 

address ethical issues and guarantee the appropriate 

deployment of anomaly detection technologies. 

 

 

All things considered, our research highlights how 

meta-learning can be a valuable instrument for 

improving the precision, effectiveness, and 

scalability of unsupervised anomaly detection 

systems.  
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